Solid–gas surface effect on the performance of a MEMS-class nozzle for micropropulsion
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1. Introduction

The conception and engineering of very small spacecrafts (S/Cs) with stringent in-orbit requirements passes through incorporating the propulsion technology onboard, in a scale compatible with the constrains stated by the space mission and vehicle and so providing the performances required by the orbital manoeuvres and attitude control of the spacecraft during the mission lifetime. But not only small S/Cs demand the development of advanced microthrusters, it is also a challenge in those satellites of more conventional size that require attitude control of unprecedented accuracy to compensate the effects of the space media on the S/Cs location (that is, drag, solar radiation pressure or celestial bodies attraction, to cite some). Hence, micropropulsion arises as an enabling technology in both applications, with special relevance within the recent years since several dedicated small launchers are under development to serve nano- and pico-satellites to more precise orbits, so the accurate orbit control is foreseen essential in the next-generation missions that demand tiny impulse bits (i.e., the minimum amount of impulse that can be delivered each time a thruster is fired) and thrust levels within the range of micro- to a few milli-Newton. One example of these missions is the so-called flying formation, where a group of small S/Cs maintains its relative locations by means of frequent thrusters firings.

A variety of concepts have remained under discussion in the chemical micropropulsion area during the last two decades and a first rough classification of microthrusters can be provided attending to the temperature of the gas generated or supplied. Then, it follows the distinction between those devices where the expansion of a cold gas takes place; and those relying on the catalytic decomposition or volumetric combustion into a microtanks, that raises the temperature prior to the expansion through a miniaturized nozzle. The manufacturing complexity, integration issues or performance delivered constitute aspects that change significantly depending on the device configuration and physical processes involved, many of which still remains under preliminary investigation or in an early stage of their ground tests performance characterization. Besides, space missions impose a series of specific constrains, like for the mass or power demand, that can be only fulfilled by a subclass of propulsive concepts. In this sense, the criteria of simplicity, versatility and ease of manufacturing have driven the research in chemical micropropulsion to weight up some of the concepts above oth-
ers, as it is the case of the arrayed MEMS-class microthrusters based on solids decomposition (also termed gas generators or solid-propellant MEMS), which are at the beginning of their in-orbit demonstration. A review of the diverse microthruster options may be found in [1]. The present study addresses the expansion of molecular nitrogen (N₂) through a MEMS-class nozzle as it is the predominant component in many propellant decompositions occurring in chemical microthrusters (that corresponds to the so-called HOT-flow conditions), as well as in blow-down operated thrusters with the gas stored at ambient conditions into a pressurized tank (termed COLD-flow conditions). Basically the gas enters a microchamber or it is generated by a combustion process inside it, then it expands through a convergent–divergent nozzle and finally outflows to the space of very low pressure (near vacuum media). In this process, the combined effect of the small geometrical scale of the device and the low pressure level of the ambient is responsible of the progressive rarefaction of the gas, that must be considered in the modelling. In addition, the large surface area-to-volume ratio characteristic of MEMS and the high thermal conductivity of the solid portion of the nozzle component makes the heat exchange at the inner wall of the nozzle a key aspect, as it drives the performance to a large extent. Hence, modelling the thermal balance at the solid–gas surface turns to be essential for reliable predictions of performance. It will be shown that, in cold flow expansions, the nozzle material block will need to deliver a net heat flux to the gas as it flows through the nozzle, acting then as a heat source; on the contrary, in hot flow expansions, the material acts as a heat sink and the expanding gas releases some of its heat to the surrounding material, heating it up. Albeit several investigations of micronozzle high-speed flows have been accomplished with Navier–Stokes (NS) and Direct Simulation Monte Carlo (DSMC), to the authors’ knowledge only a few three-dimensional (3D) simulations of high-speed gas flow with enforced thermal coupling between gas and the solid side of the microsystem have been reported [2–7] (the solid–gas surface temperature is not imposed prior to starting the simulation, but it results from the simulation). The present investigation focuses on this gas regime using a model that incorporates the solid–gas full-coupling and slip-flow at the surface, extending to 3D geometries the previous work conducted by the authors with axisymmetrical modelling in [7,8]. A robust second-order in Knudsen number (Kₙ) implementation of the slip velocity and temperature jump conditions is presented and applied to the computation of solid–gas coupled supersonic flow in a MEMS-class nozzle intended for micropropulsion. The applicability of second-order boundary conditions to steady and transient gasflow of higher Knudsen number under a continuous approach has been demonstrated by other authors in microchannels configurations against experimental data [9,10] and DSMC [11] and the practical extension of the slip-flow regime with marginal validity up to about Kₙ = 0.3–0.4 has been suggested.

The paper is organised as follows. Section 2 discusses the rarefaction of the expanding gas and the validity of the adopted continuous approach based on the Navier–Stokes equations. Then, the boundary conditions and coupling algorithm at the solid–gas surface are presented in Section 3 with the overall description of the numerical approach. In Section 4 a comparison of the prediction against DSMC for varying momentum accommodation coefficient is provided for a 3D flat-shaped micronozzle geometry. Compressibility and rarefaction effects are taken into account into the modelling (no attempt of analysing the effect of the solid–gas surface roughness is done, its effect is linked to the accommodation coefficients). Following the validation of the methodology, the discussion of the performance achieved by the micronozzle at operating conditions corresponding to cold and hot flow follows. Finally, some conclusions are given.

## 2. Flow regimes and their simulation

The small Reynolds number (Re) of the flow through micronozzles results of their small dimension and moderate-to-low operating pressures at the gas supply or combustion chamber, with typical values below Re = 1000 in cold-gas systems and even lower in hot-gas-based MEMS (of characteristic size around 100 μm). An immediate consequence of this low Reynolds number is the intense viscous dissipation that arises, which is responsible of the significant viscous losses occurring downstream the nozzle throat due to the friction mechanism. The increase of temperature and deceleration in Mach number (M) of the bulk flow due to the conversion of kinetic energy into heat, modifies the heat-flux balance near the nozzle wall. The relationship among the effects of viscosity (Reynolds number), compressibility (Mach number) and rarefaction (Knudsen number) is implicit in the following expression

\[
Re = \frac{\sqrt{\gamma M}}{2 Kn}
\]

(1)

However and in clear contrast with other kind of microflows, high-speed viscous flow exhibits a large variation of fluid properties stream- and crosswise, that makes inappropriate to provide a global Knudsen number definition to characterize the flow within. In micronozzles, gasflow may evolve from incipient rarefaction near the throat to moderate- or even high-rarefied regime near the lip and outside the nozzle, where the gas suffers a strong expansion. Hence, it seems meaningless to build a global Knudsen number Kₙ = 1/l₁ (ratio of the molecular mean free path of the molecules l₁ to the characteristic lengthscale l of the flow) based on averaging the gas properties across the fluid domain and using an overall dimension of the flow. Thus, a more rigorous procedure is to define a local Knudsen number at each flow zone. One interesting way to account for these large variations of Kₙ is to use an intrinsic lengthscale derived from the gas thermodynamic and kinematic quantities and their associated macroscopic gradients, then to evaluate the Knudsen number according to it.

Attending to the Knudsen number, a classification of the degree of rarefaction can be accomplished into four regimes, as follows:

- Kₙ < 0.01: the gas is considered to be a continuum. In strict sense, continuum regime ranges up to Kₙ ~ 10⁻³, but in practical calculations this limit is usually relaxed and shifted to the above-mentioned value of about Kₙ ~ 0.01. In this regime, collisions of molecules with the wall are transmitted almost instantaneously to the rest of the flow, then the NS equations with no-slip boundary conditions behave accurate to describe the bulk flow and plausible discrepancies of predictions are associated to other causes than rarefaction effects.

- 0.01 < Kₙ < 0.1: slip-flow regime. The mean free path is small in comparison with the characteristic dimension of the microdevice, but it cannot be disregarded. The local non-equilibrium effects can be considered confined adjacent to the wall (into the so-called Knudsen layer of about one to two times the mean free path). From the modelling standpoint, the rarefaction effects occurring in the wall vicinity can be efficiently captured under the NS-based approach supplementing the equations with slip–flow boundary conditions to consider the apparent velocity slip and temperature jump at the wall in the macroscopic scale. The upper bound of this regime, typically prescribed of about Kₙ = 0.1–0.15, sets the limit of validity of the assumption of local rarefaction effects inserted in the continuum formulation as a correction at the wall. Consequently, higher Kₙ implies thicker Knudsen layers and more pronounced rarefaction effects, thus the implementation of a higher-order slip-flow relations seems to be advantageous to extend the range of validity of the NS description of steady and time-dependent flows beyond Kₙ = 0.1, therefore the interest in
these type of formulations supplementing the NS equations is clear.
- 0.1 < \( \text{Kn} < 10 \): transition (or intermediate) regime. As Knudsen number increases, rarefaction effects become more important and the continuum description of the gas begins to break down (the mean free path enlarges and momentum and energy transfer of collisions between molecules and surfaces become of the same significance as of inter-molecular collisions). However, although the moderate to strong rarefaction effects demand to model the flow following a particle-based approach like DSMC or a hybrid continuum-atomistic formulation, it seems that reasonably accurate results can be obtained in the early transition regime (\( \text{Kn} \sim 0.4 \)) with an extended hydrodynamics formulation or even with the NS description supplemented with a second-order \( O(\text{Kn}^2) \) set of boundary conditions that also extend their applicability to higher Knudsen number, as it has been demonstrated in simple gas flows \([9,11]\).
- \( \text{Kn} > 10 \): free-molecule regime (\( \lambda \gg l \)), the gas is considered highly rarefied and inter-molecular collisions are rare. The low rate of collisions implies that gas viscosity does not manifest itself and Reynolds number and, consequently, Eq. (1) is meaningless. In this regime, a solution of some form of the Boltzmann equation (i.e. the widely used particle-based technique DSMC) should be accomplished for a correct dealing of gas physics.

An estimation of the local rarefaction reached at the nozzle chamber and lip vicinity (outer zone) of the micronozzle at reference and operating conditions of interest in space applications is shown in Fig. 1 by means of a map of device size versus local pressure (geometrical dimensions corresponding to the three-dimensional flat micronozzle depicted in Fig. 2, whose data are specified in Table 1). The plot emphasizes that the gas behaves slightly rarefied through the throat and rarefaction progresses along the divergent portion of the nozzle, entering the early transitional regime in the outer portion of the divergent. The abrupt gas expansion at the lip vicinity implies the rapid rarefaction of the gas, going into the transition regime. According to the results of previous work of the authors \([8]\), the adopted modelling assumes that the gasflow is not far from local equilibrium, with Knudsen number varying across the micronozzle within the Knudsen range \( 0 < \text{Kn} \leq 0.4 \).

Regarding the marginal limit \( \text{Kn} \sim 0.4 \), it is interesting to note that this Knudsen number can be formally interpreted as the ratio of the local thickness of the Knudsen layer to the nozzle local diameter (as the characteristic length) and in this case most of the nozzle cross-section would be filled by the rarefaction layer. Obviously, as the Knudsen layer fills a thicker portion of the cross-section, non-equilibrium effects become more and more dominant and the NS-based description reduces its applicability to a narrower zone by the nozzle central line (the limiting case would correspond to about \( \text{Kn} = 0.5 \) with the Knudsen layer spanning the entire cross-sectional area). This interpretation helps to explain why the continuum-based approach supplemented with a second-order slip-model yields better results than first-order slip-models in flows of moderate Knudsen numbers and it seems an \textit{a priori} appealing approach for the evaluation of overall performance of microdevices.

3. Numerical approach with solid–gas coupling

Steady-state simulations of a 3D micronozzle of rectangular cross-section operated with cold and hot gas discharging into very-low pressure quiescent ambient have been performed with the FLUENT code, solving the Navier–Stokes (NS) equations in the gas (\( \text{N}_2 \)) coupled with the heat equation in the solid (silicon wafer) surrounding the fluid zone of the 3D computational domain. The schematic of the computational domain is depicted in Fig. 3a. It comprises the nozzle (solid material and gas regions) and a portion of the ambient where the nozzle discharges (near vacuum zone). The far-field vacuum boundary is placed two times the divergent length downstream the nozzle exit. Nozzle symmetry planes permit to reduce the domain to 1/4 of its physical extension and the grid cell-size is chosen to assure grid-independence and adequate resolution of gradients using multiblock structured grid in the fluid region and unstructured in the solid (524,435 cells in total). The robust and effective second-order in Knudsen layer slip-flow conditions after Karniadakis and Beskok \([12]\) has been implemented to
extend the range of applicability of the NS description beyond the Knudsen limit where the accuracy of the first-order slip law tends to fail. The flow evolves from near continuum in the gas supply chamber, passing through the slip-regime along the nozzle, to come under the early transition regime in the outer portion of the nozzle near the exit section. The intensification of non-equilibrium effects near the nozzle wall and mostly in the lip vicinity (where local rarification increases very quickly due to the gas expansion to the near vacuum media) suggests the marginal validity of the present NS-based description in this zone, that is confirmed by the reasonable agreement with DSMC solutions shown in the next section and in previous work [7].

The set of governing equations is discretized using a second-order upwind finite-volume formulation. Molecular nitrogen is assumed ideal and the flow is taken laminar (viscous dissipation damps the flow instabilities near the wall) with viscosity obeying the Sutherland’s law. The model assumes negligible wall pressure gradients. The implementation of the second-order slip-flow model comprises the velocity slip ($U_{\text{slip}}$) at the nozzle wall according to the expression

$$U_{\text{slip}} - U_w = \frac{2 - \sigma_v}{\sigma_v} \frac{dU_s}{dn} \bigg|_w + \frac{3}{4} \frac{\gamma - 1}{\gamma} \frac{Pr}{Pr_g} \frac{k}{R_b} \frac{\partial T}{\partial n} \bigg|_w$$

(2)

where the second term on the right hand side is the thermal creep velocity ($U_{\text{creep}}$), $U_w$ is the velocity of the wall, $U_s$ is the tangential to wall velocity (tangent and normal vectors are indicated in Fig. 3b), $Pr = \mu C_p/k$ is the Prandtl number, $Kn$ is the Knudsen number referred to the mean free path defined as $\lambda = \mu (\pi 2 \rho p)^{1/2}$, and $l$ is the lengthscale computed using the Gradient Length Local (GLL) formulae [11]

$$l = \min \left\{ \frac{U_s}{|V U_s \cdot s|}, \frac{T}{|V T_s \cdot s|}, \frac{\rho}{|V \rho \cdot s|} \right\}$$

(3)

where $T$ and $\rho$ stand for static temperature and density, respectively. The GLL equation provides a preferred and robust procedure to build a lengthscale from local information in those flows that exhibit large variations of the properties in complex microgeometries, which is precisely the situation in supersonic flow. The term $B(Kn)$ is approximated by the first coefficient of its Taylor expansion $B(Kn) = b + cKn + O(Kn^2)$, as

$$B = \frac{1}{2} \frac{d^2 U_s/dn^2}{dU_s/dn} \bigg|_w$$

(4)

This substitution leads to a second-order condition. The temperature jump $T_{\text{slip}}$ is proposed in analogy to $U_{\text{slip}}$ from Smoluchowski [16]

$$T_{\text{slip}} - T_w = \frac{2 - \sigma_v}{\sigma_v} \frac{dU_s}{dn} + \frac{3}{4} \frac{\gamma - 1}{\gamma} \frac{Pr}{Pr_g} \frac{k}{R_b} \frac{\partial T}{\partial n} \bigg|_w$$

(5)

where $\sigma_v$, $\sigma_T$ are the accommodation coefficients for the momentum and energy, respectively, which depend on both the gas and the surface material properties. Thermal coupling at the solid–gas interface implies to enforce the temperature jump boundary condition and the heat-flux continuity across it at each iteration. Thus, making use of the notation of Fig. 3b, the heat flux balance at the gas (g) and solid (s) sides can be written

$$k_g \frac{\partial T}{\partial n} \bigg|_w \approx k_g T_{\text{slip}} - T_{\text{cell}} = k_s \frac{\partial T}{\partial n} \bigg|_w \approx k_s \frac{T_{\text{cell}} - T_w}{d_s}$$

(6)

with the wall surface temperature $T_w$ computed in the course of the simulation. It is noted that heat-flux balance stated by Eq. (6) only comprises heat conduction since heat radiation is negligible in cold flow expansions. Its extension to handle more complex situations (e.g., supply or removal of energy at the wall due to external heating or active cooling) is not considered here. The implementation of the slip-flow model and heat-flux condition in FLUENT has been done with the User Defined Functions programming tool [13]. The discretized version of the slip-flow model reads

$$U_{\text{slip}} = \frac{U_{\text{cell}} (F_v/d + U_{\text{creep}}/U_{\text{cell}})}{1 + F_v/d}$$

(7)

$$T_{\text{slip}} = \frac{T_w + T_{\text{cell}} (F_v/d)}{1 + F_T/d}$$

(8)

where

$$F_v = \frac{2 - \sigma_v}{\sigma_v} \frac{I Kn}{1 - b Kn}, \quad F_T = \frac{2 - \sigma_T}{\sigma_T} \frac{2 \gamma - 1}{\gamma + 1} \frac{Kn}{Pr_g}$$

(9)

In 3D, the slip velocity vector $V_{BC}$ imposed at the nozzle wall is built from the tangent projection of the nearest cell centre velocity vector, that is $V_{BC} = U_{\text{slip}} V_{s}/|V_s|$, with $V_s = V_{\text{cell}} - (V_{\text{cell}} \cdot n)n$.

4. Results and discussion

4.1. Parametrical study

Since one of the largest potential source of uncertainty in microflows simulation is expected to be the modelling of the solid–gas surface interaction, a parametric study of its influence on the overall performance of the nozzle has been conducted by comparative simulation using a range of variation of the major parameters involved, thus to elucidate the sensitivity to these uncertainties. Specifically, the independent accommodation coefficients $\sigma_v$ and $\sigma_T$ of Eqs. (2) and (5), respectively, are adjustable parameters in the velocity slip and temperature jump expressions to estimate the momentum and energy losses on the gas–surface interface. That is, they account for the collisions of the gas molecules with the wall and feature the incomplete accommodation in the process of momentum and thermal energy transfer between incident molecules and the solid boundary.
Extensive literature exists dealing with the complicated measurements and experimental uncertainties of momentum and thermal accommodation coefficients for different combinations of solids with monatomic and diatomic gases [14,15], that stresses the complex dependence, sensitivity and wide variation of these coefficients with the gas and surface temperature and physical characteristics (molecular weight, roughness, . . .) for several combinations of interest and which remains an open topic of research. For nitrogen in contact with most engineering surfaces, particularly silicon, experimentally derived σT ranges from 0.87 to 1. In the case of silicon, an appreciably wider range of variation is expected, with values down to 0.7 found for the pair N2–Si according to microchannel experiments.

The present study addresses the effect of varying σv over the interval [0.4, 1] with σT taken unity for simplicity. The full thermal accommodation assumed in the present study favours the thermal exchange rate between gas and solid as it implies that temperature of colliding N2 molecules adapts itself to the silicon surface temperature.

The steady-state simulations performed in this study for the 3D-Flat micronozzle can be grouped into two subsets: sensitivity study and performance simulations according to the nozzle working conditions specified in Table 2. The first group of simulations comprises the sensitivity analysis conducted for the termed reference chamber conditions, characterized by a relatively low stagnation pressure at the nozzle inlet. In addition, these reference conditions permit the comparison with the DSMC solution of Alexeenko et al. [3,4] for this 3D-Flat nozzle at identical operating conditions, with wall temperature Tw = 300 K and diffuse reflection coefficient σv = 1.0 to model the surface–molecule interaction. The sensitivity study comprises the following sets of test cases:

Varying the thermal boundary condition at the upper-wall of the wafer (see Fig. 3a) for σv = 0.8, σT = 1.0. The simulations comprise the baseline case defined by prescribing thermal insulation BC (adiabatic) at the upper-wall; and three simulations corresponding to an isothermal BCs set at the upper-wall: Tw = 100 K, 200 K and 300 K.

Varying the momentum accommodation coefficient σv, for σT = 1.0 and adiabatic BC at the upper-wall. The cases considered are σv = 0.4, 0.6, 0.8 and 1.0.

Varying the momentum accommodation coefficient σv, for σT = 1.0 and isothermal BC Tw = 300 K at the upper-wall. The values considered are σv = 0.4, 0.6, 0.8 and 1.0.

The simulation computed with isothermal BC Tw = 300 K at the upper-wall and σv = 1.0 is the best suited for comparison purposes with the DSMC results. It is noted that the high thermal conductivity of silicon (kSi = 149 W/mK) leads to a highly uniform temperature field in the wafer substrate. Therefore, prescribing Tw at the upper-wall results in a rather fine control of the temperature at the solid side of the gas–solid interface (it performs as an effective imposition of the upper-wall BC onto the solid–gas interface).

The second group comprises two simulations carried out with cold and hot gas entering the nozzle at stagnation pressure p0 = 50,000 Pa (adiabatic upper-wall BC and σv = 0.8, σT = 1.0 are considered), such that it mimics a more realistic working situation of micronozzles intended for space propulsion.

4.2. Sensitivity to the solid–gas interface BC

Figs. 4 and 5 show the normalized static temperature and axial velocity, respectively, along the nozzle centreline computed for σv = 0.8 and various temperature conditions set at the upper-wall of the wafer. The comparison clearly reveals the strong dependence of the gas expansion with the thermal boundary conditions imposed at the wafer surface. In particular, the maximum variation experienced by the bulk region inside the nozzle between simulations results to be of about 150 K in temperature and 40% of velocity magnitude. This clearly shows that the correct specification of temperature at the solid side of the solid–gas interface is crucial for an accurate prediction of the nozzle performance. However, it is not possible to prescribe its value a priori at the solid–gas interface although the temperature is almost uniform in the solid region.

Table 2
Reference and operating flow conditions.

| Agent gas: molecular nitrogen (N2) | Specific heat ratio γ = Cp/Cv | 1.4 |
| Near vacuum static pressure | p∞ | 10 Pa |
| Reference chamber conditions | Stagnation pressure | p0 | 10,000 Pa |
| Stagnation temperature | T0 | 300 K |
| Operating chamber conditions | Stagnation pressure | p0 | 50,000 Pa |
| Stagnation temperature | T0 | 2000 K (hot) |
| | | T0 | 300 K (cold) |

Fig. 4. Normalized temperature along the axis of the nozzle, corresponding to four different BCs set at the upper-wall of the Si-wafer, for validation flow conditions. DSMC data from [4].

Fig. 5. Normalized velocity with the chamber sound speed (c0) along the axis of the nozzle, corresponding to four different BCs set at the upper-wall of the silicon wafer, for validation flow conditions. DSMC data from [4].
as it is seen in the temperature maps of Fig. 6. Its determination demands to solve the heat equation in the solid region coupled with the NS equations in the gas region, thus solid surface temperature turns to be a result of the simulation.

Besides the higher sensitivity of the bulk gas temperature to the thermal BC compared with the velocity profiles, it is worth noting that the temperature drop occurring downstream the throat section is followed by a somehow flatten profile in the outer part of the divergent. The examination of this fairly flat value of temperature reveals that it is rather close to the wafer temperature in the four cases analysed, which reveals the tendency to reach uniform temperature (gas thermalization) in the outer part of the divergent. This behaviour is mainly attributed to the side-walls of the nozzle, that act in two ways: first and opposite to the role of the expansion-walls (flap-walls) which drive the expansion, the side-walls confine the gas without contributing to augment the nozzle cross-sectional area. Contrary to the relatively thin boundary layers that develop near the throat, the progressive thickening rate of the boundary layers on the walls, mainly over the side-walls in the outer portion of the nozzle, provokes the flow blockage and deceleration due to viscosity, thus making the gas expansion ineffective. And second, side-walls participate with the largest contribution to the ratio of surface area-to-volume, thus heat transfer is enhanced in this region up to the throat lip (in addition, $\sigma_{T}=1$ implies the minimization of the thermal energy loss, so thermalization is favoured). However, it is interesting to note that gas thermalization is incomplete as it is seen in the temperature maps plotted at the $xy$-centreplane of the nozzle in Fig. 6: a temperature range of about 150 K is observed to occur in the bulk flow in the outer region of the nozzle when $T_w$ changes from 100 K to 300 K. Simulations show that a temperature shift of about 20–30 K between the centreline and the wall persists. The rapid cooling experienced by the gas near the exit section is visible out of the accumulation of isotherms, as well as the strong gas acceleration that follows in this zone is a consequence of its adaptation in pressure to the ambient. The pattern of isotherms close to the lip evidences the local flow turn and three-dimensional character of the flowfield in this region. The details of the temperature field along the nozzle can be inspected from the five cross-sections equally spaced from the throat ($x/L_{div}=0$) to the exit ($x/L_{div}=1$) depicted in Fig. 7 for the simulations performed with isothermal-wall $T_w=300$ K and insulated-wall BC. In particular, the simulation with the insulated-wall BC exhibits a steady-state temperature in the wafer of about 263 K. This temperature value in the wafer, under 300 K, indicates that the flow expansion behaves efficiently in extracting heat from the surrounding solid material. In the simulation conducted with the isothermal-wall $T_w=300$ K BC, the surrounding material acts as a thermal source: heat is released from the solid to the gas, making the average temperature of the gas to increase over the values found in the simulation with insulated-wall. A closer examination of the temperature field in the outer portion of the divergent (cross-sections $x/L_{div}=0.75$ and exit section) permits to quantify the temperature increase of about 30 K with regard to the adiabatic case, which is linked to the rather large contact surface with the wafer in this region. The different participation of the flap and side walls in the gas expansion and thermal balance near the throat and in the outer portion of the nozzle is visible out of the temperature maps at corresponding cross-sections for both simulations. Hence, at the throat vicinity an asymmetric temperature profile develops with a bulge located under the flap-wall caused by the local acceleration of the flow. At downstream sections, the temperature continues to drop in the flow core driven...
by the area expansion but the viscous effects make this mechanism ineffective and flow thermalization imparted by the walls begins to dominate, which is precisely the situation already discerned at $x/L_{div} = 0.75$. The strong temperature gradients normal to the wall and rapid departure from thermalization at the exit section is a consequence of the abrupt radial expansion experienced by the gas as it exits the nozzle.

The comparison of the DSMC solution with the NS results for the isothermal-wall $T_w = 300$ K exhibits an overall good agreement up to the exit section of the nozzle, with a progressive departure of solutions outside the nozzle due to rarefaction. The moderate discrepancy visible inside the nozzle is mainly attributed to the different computational domain extension and cell-size used in both simulation approaches, motivated by the solvers constrains in each case. Besides, it should be noticed that the inclusion of a wafer zone in the continuum-based simulation (not present in the DSMC simulation) must necessarily have a minimal influence onto the solution deviation observed to occur in the outer zone of the divergent portion, since a very uniform temperature, close to 300 K, is attained in the solid side of the solid–gas interface of the case compared.

The results of the performance sensitivity to the momentum accommodation coefficient shown for the insulated-wall case in Figs. 8 and 9 and for isothermal-wall $T_w = 300$ K in Figs. 10 and 11, reveal a small to moderate dependence of the bulk flow velocity and temperature profile, with a maximum variation of about 2–4% when $\sigma_v$ goes from 0.4 to 1.0. The decrease of maximum bulk velocity with $\sigma_v$ has its origin in the conservation of mass flow rate through the nozzle. It is known that flow slip implies a smaller normal gradient of the velocity $\partial u/\partial n$ at the wall, then a lower friction stress and fuller velocity profiles near the wall occur as $\sigma_v$ gets higher. Since rarefaction effects at the throat vicinity are still very small, the tiny velocity slip at this section leads to quite similar mass flow rates passing through the nozzle for a given thermal boundary condition set at the wafer upper-wall. Consequently, as the velocity profile gets fuller by the wall, the magnitude of the bulk velocity at the axis decreases to satisfy the mass conservation.

The comparison of the temperature profiles computed with the slip-flow model for the isothermal $T_w = 300$ K BC (Figs. 10 and 11) reveals that a less percentual sensitivity of the static temperature with $\sigma_v$ exists, which is a consequence of the flow thermalization. This behaviour is visible in the corresponding meridian maps provided in Fig. 6, where the temperature gradient established between the nozzle wall and centreline is only slightly affected by the variation of $\sigma_v$ in comparison with the velocity case.

The prediction provided by the slip-flow model can be evaluated from its comparison with the DSMC solution, plotted superimposed in the above-mentioned figures for the isothermal-wall $T_w = 300$ K. The comparison states the good agreement attained, however a slight deviation of the velocity slip inside the divergent portion of the nozzle is suggested by the plots. It seems that a more efficient expansion is obtained in the continuum-based calculation as it is
4.3. Performance at operating flow conditions

The chamber pressure $p_c = 10,000$ Pa of the preceding subsection used for comparison with available DSMC results, turns out to be a rather low pressure level. In fact, realistic operation in space propulsion is foreseen to demand much higher pressure level, in the order of one to tens of bars, to achieve reasonable nozzle performance. Consequently, higher characteristic velocities will be expected in micronozzles flows and viscous dissipation will play a major role on converting kinetic energy into heat and coupling velocity and thermal fields.

In this subsection some results of computations carried out at $p_c = 50,000$ Pa with COLD- and HOT-flow are presented and their differences discussed. These differences are notorious due to the profound impact of the supply gas temperature in the viscous effects, as the Reynolds number anticipates ($Re \approx 2140$ in COLD-flow and $Re \approx 233$ in HOT-flow, referred to the throat conditions). Hence, a much thicker boundary layer in relation to the nozzle deep develops in HOT-flow, that is already visible at $x/L_{div} = 0.25$ from the comparison in Figs. 12–14. Besides, while a somehow inviscid core can be discerned in the COLD-flow field up to the half-length of the divergent part, this region quickly disappears in the HOT-flow.
Fig. 16. Nozzle performance with COLD-Flow at $p_c = 10,000$ Pa: (a) thrust and (b) specific impulse versus normalized axial length (accommodation coefficients correspond to $\sigma_v = 0.8, \sigma_T = 1.0$).

Fig. 17. Nozzle performance with COLD-Flow at $p_c = 10000$ Pa for $\sigma_v = 0.4, 0.6, 0.8 \& 1.0$, computed with adiabatic and isothermal $T_w = 300$ K upper-wall: (a) thrust and (b) specific impulse versus normalized axial length.

case because the boundary layers occupy the entire cross-section just after the first third of the nozzle length, as it is visible in the temperature maps of Fig. 13 (the dense accumulation of isotherms along the side-walls seen for $x/L_{div} = 0.75$ in COLD- and $x/L_{div} = 0.5$ in HOT-flow indicates the complete penetration of the thermal layer). It is noted that higher supply stagnation pressure implies higher characteristic velocities of the gas, then a lower wafer steady-state temperature in the COLD-flow simulation is achieved, as expected (252 K instead of 263 K for $p_c = 10,000$ Pa). Temperature maps at cross-sections in Fig. 13 for HOT-flow simulation permit to quantify the small spatial variation of the wafer temperature within 0.2% (1887 K at the throat versus 1882 K at exit), so uniform temperature is attained into the solid. The much higher rate of boundary layer growth with HOT-flow is evident out of the iso-Mach field plotted in Fig. 14 and velocity maps of Fig. 15. In addition, the rapid growing rate of the boundary layer along the flap and side-wall is discerned from the corresponding iso-Mach field given at the $xy$- and $xz$-centreplanes, respectively. In fact, this rapid thickening of the viscous layer on the side-walls drives the flow blockage and hinders the gas expansion, which occurs earlier in the HOT-flow case. A close inspection of the HOT-flow field reveals that the gas undergoes an early shockless deceleration from supersonic to subsonic within the midway region of the divergent. A similar phenomenon is detected for COLD-flow but, in this case, the higher Reynolds number makes the full blockage to shift toward the end portion of the nozzle, thus shockless deceleration to subsonic is delayed. The rapid acceleration to supersonic (and reduction of the gas temperature) that follows near the exit section seen in Fig. 14 and also visible out of the velocity profiles plotted in Figs. 5, 9 and 11, has its origin in the final gas discharge into the near vacuum media. It is precisely the setup of the insulated-wall BC in both simulations what clarifies that the observed shockless deceleration is the consequence of the viscous dissipation and not a phenomenon driven by the net thermal-flux across the solid–gas interface. Hence, viscous dissipation acts converting mechanical energy of the flow into heat, so the combined effect of lowering the flow velocity and increasing the static temperature leads to a Mach deceleration inside the nozzle. A more detailed investigation of the role of viscous dissipation has been provided by the authors in [7,8] for an axisymmetrical micronozzle, whose much higher expansion ratio implies higher gas velocities and, as a result, the action of the viscous stresses becomes dominant in the flowfield solution.

The main parameters for performance assessment are the thrust force $E$, determined by

$$E = \int_A \left( \rho U^2 + p - p_\infty \right) \, dA$$

where $U$, $p$ and $A$ are the local axial velocity, static pressure and cross-sectional area of the nozzle, respectively; and the specific impulse $I_{sp}$, defined as thrust per weight flow (that is, $E/G_{th}$, being $G_{th}$ the massflow rate). Hence, it is interesting to plot their variation as a function of the length of the nozzle for the values of
slip-flow model coefficients and wafer thermal-BC considered in the present study. Figs. 16 and 17 provide the results corresponding to COLD-Flow at $p_c = 10,000 \text{ Pa}$ with $\sigma_v = 0.8$ in the slip-flow model. Essentially, thrust and specific impulse change rapidly in the end portion of the nozzle and the presence of a maximum at an intermediate cross-section is clearly discerned in all cases. Whereas in the simulation performed with an adiabatic-wall this pronounced drop is mainly attributed to the viscous stresses at the solid–gas surface and bulk flow, in the isothermal-wall cases the viscous stresses action is superimposed with the heat exchange at the solid–gas interface. This heat flux across the wall may be beneficial, as it happens for $T_w = 300 \text{ K}$, where the wafer releases heat to the gas, so a net gain of performance takes place. However, when the wafer temperature is too low, it may act degrading the generation of thrust and $I_{sp}$ as there exists a thermal loss from the gas (which is the situation for $T_w = 100 \text{ K}$: the wafer removes heat from the gas and provokes its intense cooling just downstream the throat).

Performance for varying $\sigma_v$ is given in Fig. 17, corresponding to the COLD-Flow simulation at $p_c = 10,000 \text{ Pa}$ with isothermal ($T_w = 300 \text{ K}$) and adiabatic boundary condition set at the wafer upper-wall. Higher sensitivity is observed in the isothermal BC simulation from direct inspection and, specifically, the maximum change in thrust and $I_{sp}$ within the range of $\sigma_v$ varies correspond to $\Delta E \approx 5.5\%$ and $\Delta I_{sp} \approx 8.5\%$ for the isothermal wafer; and $\Delta E \approx 4.7\%$ and $\Delta I_{sp} \approx 7.3\%$ in the adiabatic case.

The form of the curves clearly states that nozzle performance depends to a large extent on the thermal BC prescribed onto the wafer surface, as well as moderately on the slip-flow factor $\sigma_v$. Furthermore it is inferred the convenience of providing a shorter divergent portion, up to the section of maximum thrust, and those material surfaces with the highest $\sigma_v$ to minimize losses and achieve $E$ and $I_{sp}$ optimization.

At operating pressure $p_c = 50,000 \text{ Pa}$ similar behaviour is found (see Fig. 18), but now the thrust plot exhibits a higher maximum (over 6 mN) because of the higher supply pressure, as expected. Interestingly, for COLD-flow conditions the variation of thrust with the axial location shows a rather flat profile in contrast with the more abrupt variation in HOT-flow. Thus, the comparison reveals that COLD-flow provides a more insensitive performance to the nozzle length, which constitutes an attractive feature from the performance predictability standpoint.

5. Conclusions

A methodology to simulate high-speed gasflow in micronozzles supplementing the Navier–Stokes equations with a second-order slip-flow model and including thermal coupling at the solid–gas interface is presented to elucidate the sensitivity of the nozzle performance to the solid–gas interaction. For this task, COLD- and HOT-flow simulations with low and moderate operational supply gas pressure conditions have been considered in the investigation. The nozzle chamber conditions of low pressure have also served as an assessment testcase for the slip-flow model and it has demonstrated the overall agreement with the DSMC data, albeit the comparison reveals that the Navier–Stokes based approach imparts a small mismatch of the slip at the wall. Quantification of the thrust force and specific impulse dependence with the momentum accommodation coefficient shows a moderate variation of about 6% and 9%, respectively. Additionally, the strong influence of the wafer thermal boundary condition on the flow field and, as result, on the nozzle performance, is accentuated by the low aspect-ratio of the nozzle considered and large surface effects at small Reynolds number. Essentially, it is concluded that friction and heat transfer over the side–walls must be correctly accounted for to characterize MEMS-class nozzles.
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